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Abstract

This study aims to transform the existing telecom operators from traditional Internet operators to digital-driven
services, and improve the overall competitiveness of telecom enterprises. Data mining is applied to telecom user
classification to process the existing telecom user data through data integration, cleaning, standardization, and
transformation. Although the existing algorithms ensure the accuracy of the algorithm on the telecom user anal-
ysis platform under big data, they do not solve the limitations of single machine computing and cannot effec-
tively improve the training efficiency of the model. To solve this problem, this article establishes a telecom
customer churn prediction model with the help of backpropagation neural network (BPNN) algorithm, and de-
ploys the MapReduce programming framework on Hadoop platform. Using the data of a telecom company, this
article analyzes the loss of telecom customers in the big data environment. The research shows that the accuracy
of telecom customer churn prediction model in BPNN is 82.12%. After deploying large data sets, the learning and
training time of the model is greatly shortened. When the number of nodes is 8, the acceleration ratio of the
model remains at 60 seconds. Under big data, the telecom user analysis platform not only ensures the accuracy
of the algorithm, but also solves the limitations of single machine computing and effectively improves the train-
ing efficiency of the model. Compared with that of the existing research, the accuracy of the model is improved
by 25.36%, and the running time is shortened by about twice. This business model based on BPNN algorithm has
obvious advantages in processing more data sets, and has great reference value for the digital-driven business
model transformation of the telecommunications industry.
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Introduction
The rapid development of the Internet has promoted

The data mining (DM) method of big data is to
search the valuable information in the data with the al-

the boom of the telecom industry in China. By 2020,
China’s mobile phone users have reached 1.596 billion,
of which the fourth-generation mobile communica-
tion technology (4G) users account for 80.8%, reaching
1.289 billion.! With the increase of number of users,
the amount of data of telecom operators multiplies.
The traditional methods cannot process the emerging
big data. Coupled with the rapid development of com-
munication and video voice technology in various In-
ternet social software, the traditional telecom industry
has been greatly impacted.

gorithm, and the technologies involved include statisti-
cal data, machine learning, artificial intelligence, and
database system.” Common DM analysis methods in-
clude cluster analysis, regression analysis, correlation
analysis, classification, and prediction analysis.” The
application of DM technology in the telecom industry
includes telecom resource fraud monitoring, telecom
churn prediction, telecom user classification, and tele-
com industry precision marketing. Currently, the DM
technology is in the theoretical stage, and there are
few application cases.*
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The rapid development of telecom technology has
intensified industrial competition. To develop new
users while retaining the old, Chinese telecom opera-
tors have vigorously adjusted business models to im-
prove their competitiveness.” Under the background
of big data, the prediction methods of telecom churn
can be divided into two categories. The first method
predicts the telecom churn by combining gray predic-
tion and logistic regression algorithms with manage-
ment knowledge.

The second method combines a classification algo-
rithm with DM technology and builds a churn risk pre-
diction model. At present, there are few studies on the
churn risk prediction by the two prediction methods,
and the accuracy of the existing models is not high.’®
Here, the DM technology is combined with the second
prediction method to establish a prediction model for
telecom users and accurately predict the telecom churn.

Here, a prediction model is constructed to promote
the business model transformation of telecom opera-
tors and cope with both opportunities and challenges
faced by telecom operators, combined with DM analy-
sis under the background of big data. First, relevant
research and background are introduced, and the re-
search methods are described. Second, the model data
are prepared and the telecom churn prediction model
is established. Finally, the model is simulated and the
experimental results are analyzed. The innovation is
to treat data processing as the core of the prediction
model. The research results provide a reference for
the business model transformation of telecom opera-
tors in the era of big data.

Using backpropagation neural network (BPNN) al-
gorithm, the prediction model of telecom customer
churn is established, and the telecom customer churn
in big data environment is analyzed. The innovations
of this study include the following. (1) With the deploy-
ment of large data sets, the learning and training time
of the model is greatly shortened. (2) The acceleration
ratio of the model remains stable. In the big data envi-
ronment, the telecom user analysis platform not only
ensures the accuracy of the algorithm, but also solves
the limitations of single machine computing and effec-
tively improves the training efficiency of the model.

(3) The accuracy of the model is improved and the
running time is shortened by about twice. This busi-
ness model based on BPNN algorithm has obvious ad-
vantages in processing more data sets, and has great
reference value for the digital-driven business model
transformation of the telecommunications industry.
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Related Works

Internationally, Internet technology has developed ear-
lier, and data extraction technology is more mature
than in China. In the research of behavior prediction,
Xu et al. proposed a prediction model of user pur-
chase behavior based on information fusion and inte-
grated learning.” In the research of the telecom field,
Syed et al. constructed and verified the telecom churn
model through the combination of relevant algo-
rithms with artificial neural network (ANN) and deci-
sion tree.® Zheng et al. made a detailed classification of
users based on users’ reputation, consumption level,
and functional services.’ In addition, Alrwashdeh et al.
established a specific churn prediction model with
strong applicability.’

Under the huge impact of the Internet, the tradi-
tional telecom industry began to explore new big
data extraction methods. Liu et al. co-operated
with well-known coffee companies to collect users’
location information and calls and established a
user prediction model based on the sample data,
thus predicting customers’ shopping behavior.'® Su
et al. analyzed the user data collected after the com-
bination of well-known mobile phone brands and
Internet social software and grasped the user ex-
perience.'’ Youssouf found that the sense of user ex-
perience was related to many aspects, including user
call quality, telecom network layout, and call drop
rate.'?

Domestically, the development of user prediction
is first implemented by Internet enterprises. As the
head enterprise of China’s search engine, Baidu has a
huge database and powerful data processing ability.
After data collection and analysis, Baidu forecasts
much public domain information. Other big data pro-
cessing methods are structured, which makes it easier
to extract valuable information. Noticeably, the DM
technology of China Mobile, as one of the three
major operators in China, has developed well, and
the company has done abundant research in improving
customer experience. Zhang et al. proposed an intelli-
gent management system to provide countermeasures
for user complaints, including the content analysis of
complaints and problem solving.'?

Guan et al. used clustering algorithm to divide tele-
com enterprise customers and studied the strategic
model of Guangdong Telecom Market from the per-
spective of virtual enterprise.'* Kunle et al. constructed
a user prediction model combined with algorithm
knowledge to identify users.'> Olga et al. established a
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prediction model by studying rough set theory, which
played an important role in the effective extraction of
telecom user tests.'®

Although the mentioned research methods have an-
alyzed churn prediction, most of them are theoretical
and lack actual applications, and the model data may
not be accurate enough. Therefore, based on the results
of previous studies, a model of telecom churn is estab-
lished. In DM and data analysis, a multilayer backpro-
pagation (BP) network with structural advantages is
introduced. Combined with the Hadoop platform, the
parallel processing of the user prediction model and
platform is completed. The results have reference sig-
nificance for big data extraction of telecom enterprises.

Theory Introduction and Prediction Model
Establishment of Telecom Churn

Institutional review board

The main investigator of the trial is ultimately respon-
sible for the selection of subjects, the implementation of
clinical trials, data analysis, and the final transfer of
data to the sponsor or publication in medical journals.
The rights of subjects must be respected. This is the
core of all human trials. We recognize that this test
should be avoided if the hazard is unpredictable. If
the harm is greater than the benefit, the test shall be
suspended.

DM method
The cross-industry standard process for DM (CRISP-
DM) model proposed by Non-Conformance Report

and Statistical Product and Service Solutions company
is the most commonly used DM method. This model
provides a complete process description for cross-
industry DM, including the business understanding
stage for business objectives determination, the data
understanding stage for data collection, the data prep-
aration stage for data analysis and conversion, the
modeling stage for model parameter calibration, the
evaluation stage of feasibility analysis for high-quality
models, and the final deployment stage for converting
the results into readable text form.!” Here, the
CRISP-DM process is used for DM, and the specific
DM process is shown in Figure 1.

Figure 1 illustrates that the six stages of CRISP-DM are
linked by data. Where data appear, the work begins, so
the order between model stages is not fixed. The arrow
in Figure 1 represents the connection between the stages.

Introduction of neural network algorithm
Neural network (NN) algorithm can be combined with
DM technology to establish a churn prediction model.
Because the ANN is inspired by the central nervous
system of animals, it works like the human brain and
connects information through neurons.'® NN can ex-
press the complex nonlinear relationship. The hidden
relationship of data can be found through weight ad-
justment between nodes. Through model training,
NN can be applied to different information processing
requirements.19

The structure of the core part of the NN is shown in
Figure 2.

( N\
Business - Data - data > Modelin
understanding [« understanding preparation - 2
Assessment
Deployment fe
FIG. 1. The flow of the data mining model.
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Figure 2 displays that the core working part of the
NN is based on neurons. After the input is received,
the sensor processes the data, the threshold is set,
and, finally, the relationship between the process-
ing data and the threshold is compared. In this
process, the output of the sensor is calculated as in
Eq. (1).%°
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Equation (1) indicates that if the sensor processing
data are greater than the threshold, the output is 1,

and if the processing data are less than the threshold,
then output is 0. In Eq. (1), x represents the input
value, B denotes the weight value, and x, stands
for the bias value. Since the bias value has little ef-
fect on the learning process of the NN, it is generally
ignored.”!

The structure of NN generally includes the in-
put layer, output layer, and hidden layer. After the
data input, the NN is calculated layer by layer and is
propagated forward. After data output, the result
is compared with the expected value of the sample.
According to the error, the network parameters are
modified to fit the calculation results accurately to
most of the samples. Sigmoid function and hyperbolic
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tangent function are the activation functions of net-
work neurons throughout the process,” which are
expressed as in Egs. (2) and (3).

R @
ey _e_y
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In Eq. (2), the range of y is 0-1, and in Eq. (3), the
range of y is-1-1. Both functions can simulate the inter-
action between neurons and describe the output rela-
tionship between levels in the NN structure.”

Introduction of Hadoop platform

Hadoop is a distributed system infrastructure used for
distributed computing and storage of large-scale data.
Hadoop implements a distributed file system. Hadoop
Distributed File System (HDES) is one of the components,
which is featured by high fault tolerance and provides stor-
age for massive data. Apart from HDFS, MapReduce is

also the core design of the Hadoop framework, and Map-
Reduce provides the calculation for data.>* Here, the tele-
com churn prediction model is built with Hadoop.

HDFS is mainly used for data storage, and the nodes
in the system are divided into working nodes and man-
agement nodes. The management node maintains the
namespace of the entire HDFS and manages the en-
tire file system, so it is the core of the HDFS, and the
fault-tolerant backup mechanism is exactly what the
management node needs. The working node mainly
calculates, stores data, and regularly reports the data
block file name to the management node.

HDEFS data read and write process is shown in
Figure 3.

Figure 3 demonstrates that the client, HDFS, working
node, and management node interact with each other to
complete the reading and writing process. The main
process is as follows. First, the client receives the user
command for reading and sends it to depth first search
(DES). Second, DEFS accesses the management node to

~N

.
| Clientnode
: (et e e e
: |
| | Client JVM
L
I
: | HDFS Client
|
B L 3 6
by
I 1
I
I
' | | Distributed Psmgj‘tta
, .
| : File System St
I
|
I
I
I

FIG. 3. HDFS process of reading and writing file. FS; HDFS, Hadoop Distributed File System; JVM.
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obtain the file location. The client calls the input flow.
Finally, the working node reads the input flow and
transmits it to the client.

MapReduce distributes data and computing work
to the data center to parallelly run data and pro-
grams. MapReduce is easy to operate but needs to be
optimized to give full play to its function. Input data,
relevant configuration, and MapReduce program con-
stitute a whole set of MapReduce workflow. Nodes
are classified as job trackers and task trackers. The
job tracker node manages and schedules the daemons
node, and the daemons node completes and reports
the tasks. When a task fails, the job tracker node will
inform other daemons to execute the task until the
task is completed.”” MapReduce has the same data
storage mechanism as HDFS.

Establishment of telecom churn prediction model

Model establishment preprocessing. Here, combined
with the first three steps of CRISP-DM, the data are se-
lected and preprocessed to obtain the sample data set.

First, the stage of business understanding. Most of
the reasons for churn are untraceable. Therefore, this
part of churn without early warning is specifically stud-
ied here. Based on the mentioned content, users with-
out consumer behavior for three consecutive months
are defined as churn. The users of telecom enterprises
generally include broadband users, mobile phone
users, and equipment users. Here, the telecom churn
prediction model is constructed only for individual
users in mobile phone users.

Next, the data understanding phase. Here, user data
behavior, complaint information, voice behavior, ac-
count status, and value-added business behavior are
collected for churn prediction. Specifically, the data of
a telecom company from July to October 2020 are se-
lected. The users who consistently have value-added
services, data, and calls from July to October are
regarded as retained users, and those without value-
added services, data, and calls in October are regarded
as churn users. The data from July to September are
mainly used to predict the data in October, and the av-
erage numerical value of the 3 months is chosen.

Based on the consultation of the staff of telecom
enterprises, various information of telecom users is col-
lected, including user payment, complaint information,
package accumulation, value-added behavior informa-
tion, and user’s personal information.?® The informa-
tion obtained after data sort-out includes the basic
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attributes of the product instance, customer informa-
tion, mobile product package accumulation, mobile
user value-added behavior-related attributes, mobile
user voice behavior-related attributes, mobile user
data behavior information, user account information,
and customer complaint-related attributes. Data cover
a wide range and strive to comprehensively describe
user data. The test rule for data follows the principle
that 1 indicates yes, and 0 indicates no.”’

Finally, the data preparation stage involves data
sets from preprocessing to input the whole process of
the model. Data should be integrated, transformed,
cleaned, and selected, and these operations may be ex-
ecuted multiple times without sequence before the final
requirements are met because of the high data quality
requirements. Data integration combines data in a con-
sistent data storage. Here, the data sources are the elec-
tronic design automation system, billing system, and
customer relationship management system of a telecom
company. The integrated data include all the data in the
data understanding stage. In data integration, data value
conflict occurs, which is caused by different attributes of
data source, errors in pattern integration, duplication in
tuple level data, and data redundancy.

Here, the script program is chosen to extract data in
the data set processing, and 2,913,440 users are extracted,
of which 2,789,783 retained users and 123,647 churn
users. Then, data cleaning is conducted mainly for in-
consistent data and noise. Data cleaning mainly deals
with data missing values, outliers, and noise. Here, the
method of deleting attributes and filling mean is used
to correct the data missing. In this study, only
statistical outliers with gross errors are eliminated
according to certain rules. When the data are seriously
missing, it will have a great impact on the analysis results.

Therefore, reasonable methods should be used to fill
in the excluded abnormal values and missing values.
The common methods include average filling, etc.
The statistical description technology and the method
of deleting outliers are selected for the noise processing
in abnormal values. Data protocol processes the data set
specification, but it does not destroy the data integrity.
Here, the data specification method adopts irrelevant
data deletion, churn information, and attributes of miss-
ing values. For the attribute value specification, the data
are simplified, and the operation of attribute value spec-
ification is illustrated through roaming duration.

The obtained data set is transformed, and the con-
struction attribute, the discretization value, and the
aggregated data are selected for the transformation
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method. In the process of modeling, data should be
normalized to increase data independence. Equation

. . . 28
(4) is used for data normalization.
X; — min . .
xj= ————~* (nmax — nmin) + nmin. 4)
max, —miny = x X X

Equation (4) normalizes maximum and mini-
mum values for attributes. In Eq. (4), x denotes the nu-
merical property, min, represents the minimum, max,
represents the maximum, x’; stands for the mapping
value of x on the interval [nmax,, nmin,].

Zero-mean normalization uses the standard devia-
tion and the mean of attribute x for data conversion,
as shown in Eq. (5).

Xj— X
ox

’

Xi=

)

In Eq. (5), ¢ represents the standard deviation, zero-
mean normalization has the best application effect
when the maximum and minimum values of attributes
are unknown, and the maximum and minimum values
are affected by outliers. Here, two methods (maximum
and minimum normalization and zero-mean normali-
zation) are chosen to transform data attributes, and the
attribute values are scaled to 0-1.

The classification method directly affects data bal-
ance. Based on previous experience and the above
user data, 108,395 churn users are obtained using the
oversampling method, and 327,210 retained users are
obtained by the down-sampling method, totaling
~430,000 users. After the two sets of data are balanced,
the ratio of retained users to churn users is 3:1.

At present, the existing correlation evaluation methods
usually focus on the new analysis of redundancy between
attributes and the evaluation standard of maximum cor-
relation and minimum redundancy. Finally, this article
designs two attribute selection algorithms based on attri-
bute correlation analysis. One is to eliminate the redun-
dancy between attributes. It uses decision-independent
correlation and decision-dependent correlation to mea-
sure the correlation between attributes and class attributes
and the redundancy between attributes, respectively. The
other is the combination of sorting method and packing
method, which is a two-stage method. First, the ranking
method uses the maximum correlation and minimum
redundancy criteria to select some better attribute sub-
sets, and then the packaging method uses cross-
validation to select the best attribute subset.

Here, the model sample attributes are selected from
two parts: correlation analysis and attribute importance

analysis. The final important attributes selected include
18 attributes, such as mobile Internet time, total tele-
phone time, traffic growth rate, and balance.

The last step of preprocessing splits the data set into
the test set and training set. Here, the split ratio is test
set: training set=3:7.

Finally, a total of 435,515 sets of data are input into
the user prediction model, with 18 attributes, 130,655
test sets, and 304,860 training sets.

Establishment of telecom churn prediction mod-
el. Based on the mentioned content, the telecom
churn prediction model is established. Here, a convolu-
tional neural network (CNN) model is chosen, which is
divided into three layers: an input layer, an output
layer, and a hidden layer.

First, the network weights are initialized to establish
the output unit and hidden unit containing the
expected number. Afterward, the target output is set
as t, and each piece of data in the training set is pro-
cessed with the following steps.

The first step is to input data x into the network and
calculate the output of each unit in the network. The
operations can be expressed as in Egs. (6) and (7).

N
Y =10 BiX, (6)
i=0
M
Z=f() B Yy). )
j=0

Equations (6) and (7) propagate the input along the
NN, in which Bj; represents the weight of the ith neu-
ron in the input layer to the hidden layer unit j, Bj; de-
notes the weight of the jth neuron in the hidden layer to
the output unit k, Z, denotes the actual value of the unit
k, X; represents the input of the input unit I, and the Y;
stands for the output of the hidden layer unit j.

The second step is the error BP along the network.
The output unit and its error term are calculated, and
then the weight is adjusted reversely, as expressed in
Egs. (8)-(11).%

Bjk <~ Bijx + ABjk, Bjk =n ¢, Yj, (8)
Bjj < Bjj + AB;j, Bijj =n¢;X;, )

Q=2 (1 — Zi)(t — Zy), (10)
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In Eqgs. (8)-(11), ¢j represents the error term of hid-
den layer unit j, @k denotes the error term of output
layer unit k, ABijj indicates the weight change from
input unit i to hidden layer unit j, ABjk stands for
the weight change from hidden layer unit j to output
unit k, 7 represents the learning rate, and t is the target
value of output unit k.

After the mentioned operations, the calculated error
value is compared with the set value. If the error value
is greater than the set value, the calculation is carried
out again in the first two steps until the error value is
less than the set value.

In the actual case, the iterative weights can reduce
the training time of the model. The updating methods
of weights are shown in Egs. (12) and (13).%°

ABij (n)= T](Pin + OlABij(Il -1, (12)

ABj(n) =N, Yj + aABj(n — 1). (13)

In Egs. (12) and (13), o represents the impulse coef-
ficient, and the two operations are repeated until termi-
nation conditions are met.

Parameter setting of the model. Here, the number of
nodes in the input layer is 18, the hidden layer is tansig
function, and the output layer is logsig function. The
number boundary of hidden layer nodes is determined
by Eq. (14).

&2“0 <y < (5 +1g) + 10, (14)

In Eq. (14), n; represents the number of input layer
nodes, n, denotes the number of output layer nodes,
and ny, indicates the number of hidden layer nodes.

Here, Eq. (14) and the trial-and-error method are
combined to train the network. The value of the hidden
layer starts from a small value, and the weights are
updated 5000 times. Finally, the optimal number of
units in the hidden layer is 15.

Here, there is only one output node: either 1 or 0.
The learning rate is between 0.01 and 0.8, and the im-
pact coefficient is 0.9.

Network training and simulation experiment. The
network model is trained according to the mentioned
contents. The maximum number of iterations is set
to 1000 times in the training. The error of the iterative
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results is lower than the set value after 774 iterations.
Fifty thousand records are extracted from the training
samples to observe the churn distribution.

Finally, the constructed model is evaluated, and the
evaluation items include the hit rate, accuracy, and cov-
erage of the model, as expressed in Egs. (15), (16), and
(17), respectively.

m

H=—, (15)
\'4
f

I=-, (16)
u

1= 17)
w

In Egs. (15), (16), and (17), f denotes the number of
users predicted and actual churn user, u represents the
number of predicted churn users, ] indicates the accu-
racy of the model, g stands for the number of accurately
predicted users, and w is the total number of users.
H represents the predicted coverage, m denotes the
number of accurately predicted churn users, v repre-
sents the actual number of churn users, and I repre-
sents the predicted hit rate.

In addition, the evaluation items in the simulation
experiment include the gain index and the ascension
index of the model, as calculated in Egs. (18) and (19).

h
K:(E)x 100%, (18)

L=(5). (19)
q

In Egs. (18) and (19), K represents the gain, h de-
notes the success number at the quantile, p indicates
the total success number, L stands for the ascension
index, r is the churn rate at the quantile, and q repre-
sents the average churn rate. An ascension index >1
suggests that the model is effective. The larger the as-
cension index is, the stronger the predictability of the
model is.

Implementation of prediction model Hadoop plat-
form. A Hadoop platform is established to predict
the telecom churn with high efficiency and high scale.
The experimental platform is composed of nine serv-
ers. The physical host model is IBM System x 3635
M3, the memory is 6 * 4G, the storage space is 2 *
1T, and the software is Hadoop 0.20.2.
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The CNN algorithm is parallelized using MapRe-
duce programming, and the efficiencies are compared.
The comparison includes the operation efficiency of 2,
4, 6, and 8 nodes, and 50,000, 500,000, 1 million, and
12 million data sets. Finally, the acceleration ratio is intro-
duced to characterize the efficiency of the model. Chen
et al. verified the accuracy and training speed of the
model algorithm through comparison with the CNN
model, classification data set pretraining model, and
YOLO algorithm.”® Hence, the result part compares
the proposed model with the existing models.

Results Analysis of Telecom Churn

Prediction Model

Results analysis of model data

preprocessing stage

Here, the total number of field calls is specifically
studied to describe the method of deleting outliers,
and the results after deleting outliers are shown in
Figure 4.

Figure 4 shows that 99% of the users’ call times per
month remain <800, and the numeric value 15527 in
the collected data is an outlier, and after the outlier is
removed the call times chart changes normally. Ninety
percent of the users have 453 calls per month, 75% have

201 calls per month, 50% have 134 calls per month, and
the call times per month are at least one. This fre-
quency is the call times made per month by 1% of
users.

The attribute value specification operation is illus-
trated with roaming duration, as shown in Figure 5.

Figure 5 illustrates that the roaming duration is
mainly concentrated in 40-100 seconds, and the
churn is between 0.2 and 0.76. When the roaming du-
ration is >100 seconds, the churn begins to decrease,
and, finally, approaches 0. Significantly, when the
roaming duration passes 150 seconds, the churn ratio
drops sharply, and few users are lost, which can be ig-
nored. Overall, when the roaming duration is longer
than 100 seconds, the churn ratio approximates 0.
According to the analysis, users who roam for >100
seconds have high stickiness and are not easy to lose.

Model network training results
The number of hidden layer nodes is determined as
shown in Figure 6.

Figure 6 displays the number of hidden layer nodes
determined here is between 10 and 29. When the num-
ber of hidden layer nodes reaches 15, the sum of error
squares gradually stabilizes and decreases from 0.05 to
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0.015. The training time of the model is also short when
the number of hidden layer nodes is 15, which is ~220
seconds. Hence, the number of hidden layer nodes in
the proposed model should be set to 15.

The distribution of telecom churn is shown in
Figure 7.

Figure 7 implies that the churn is distributed in two
obvious partitions, mainly distributed between 0 and
35,000 records, and the churn degree is between 0.05
and 0.61. Although the second partition is between
35,000 and 50,000 records, and the churn degree is be-
tween 0.61 and 1. Hence, the churn boundary set here
is reasonable, ~0.61. In the network model, a churn
degree >0.61 is judged to be churn, and a churn degree
<0.61 is judged to be retained.

The comparison of hit rate, coverage rate, and model
accuracy between the test set and training set is shown
in Figure 8.

Figure 8 demonstrates that the three indexes in the
training set are generally higher than those in the test
set, indicating that the training results for the network
in this experiment are good. The model accuracy of the
training set is 89.6%, the network hit rate is 85.0%, and
the network coverage rate is 76.0%. The model accu-
racy of the test set of the telecom churn prediction
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model reaches 89.3%, the hit rate is 82.12%, and the
coverage rate is 78.2%. Thus, the evaluation results of
common indexes in the proposed model are good,
and there is no overfitting. Compared with that of
the existing models, the accuracy of the proposed
model has increased by 25.36%.

The evaluation results of the model gain index and
ascension index are shown in Figure 9.

Figure 9 suggests that the gain index of the model
reaches ~82.6% after the gain rate reaches 20%, and
the gain index reaches the maximum when the gain
rate is 60%, which is 94.3%, and then stabilizes. The
highest improvement index is 2.96, proving that
the churn predictability is improved ~3 times with
the proposed prediction model. Meanwhile, the lowest
improvement index is 1, indicating that the worst result
with the proposed prediction model equals the original
predictability.

Prediction model Hadoop platform

building results

The comparison of experimental results of different

size data sets in different nodes is shown in Figure 10.
Figure 10 shows that the running time of different

nodes in different size data sets is different. The results
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FIG. 7. The distribution of churn degree. The circles indicate the test point of telecommunication loss.
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of data set 1 in different number of nodes are almost
the same, and the running time is ~100 seconds.
The running time of data sets 2, 3, and 4 shortens
with the increase of the number of nodes. When the
number of nodes of data set 2 is 8, the running time
is the shortest, 49.89 seconds. Compared with that of
the existing models, the running time of the proposed
prediction model is reduced to about two times.
Finally, the acceleration ratio of 8 nodes is studied,
and the results show that the acceleration ratio is
~ 60 seconds, which shows that the proposed telecom
churn prediction model has obvious advantages.

Conclusion

To predict telecom customer churn, a telecom cus-
tomer churn prediction model based on NN is con-
structed. The proposed prediction model is better
than the existing models. With the deployment of
large data sets, the learning and training time of the
model is greatly shortened. The acceleration ratio of
the model remains stable. In the big data environment,
the telecom user analysis platform not only ensures the
accuracy of the algorithm, but also solves the limita-
tions of single machine computing and effectively im-
proves the training efficiency of the model.

The accuracy of the model is improved and the run-
ning time is shortened by about twice. This business
model based on BPNN algorithm has obvious advan-
tages in processing more data sets, and has great ref-
erence value for the digital-driven business model
transformation of the telecommunications industry.
But there are also some shortcomings. The method of
user feature extraction is relatively simple. In the fu-
ture, we can conduct in-depth research on user feature
extraction to make user information more comprehen-
sive and the research results more convincing.
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